From the Dark Side to the Bright Side: Exploring Algorithmic Antitrust Compliance

Introduction

If pricing algorithms could autonomously collude, can they be made automatically antitrust compliant as well? That is the question many have started pondering after a series of public comments by EU competition officials in recent years. Explaining this concept, the EU Competition Commissioner Margrethe Vestager stated in a recent speech that “(w)hat businesses can—and must—do is to ensure antitrust compliance by design. That means pricing algorithms need to be built in a way that doesn’t allow them to collude.” She later elaborated on her view at another conference: “Some of these algorithms will have to go to law school before they are let out. You have to teach your algorithm what it can do and what it cannot do, because otherwise there is the risk that the algorithm will learn the tricks…. We don’t want the algorithms to learn the tricks of the old cartelists…. We want them to play by the book also when they start playing by themselves.”

Another senior EU official echoed the view that firms should program “software to avoid collusion in the first place” and that “[R]espect for the rules must be part of the algorithm that a company configures and for whose behavior the company will be ultimately liable.” The concept of compliance by design appears intuitive enough that Gosselin, Jones, and Martin wrote that “[t]he software is always a product of its programmers—who of course have the ability to (affirmatively) program compliance with the Sherman Act.”

As desirable as antitrust compliance by design is, as Professor Simonetta Vezzoso put it in her 2017 article, “[w]hile the idea of competition compliance by design might be gaining some foothold in the mind-sets of some competition authorities, there are currently no clear indications how it could be integrated into the already complex competition policy fabric.” Indeed, what does it mean to “program compliance with the Sherman Act?” That is the question that Professor Joseph Harrington asked in a recent paper. He concluded...
that all that the current jurisprudence tells us is to make sure algorithms do not communicate with each other in the same sense that human managers are prohibited from communicating under the Sherman Act. But as both Professors Vezzoso and Harrington suggested, there is more we could do.

In this paper, I discuss several potential pathways to algorithmic compliance and argue that a robust compliance program should take this holistic and multi-faceted view. Specifically, I will look at a monitoring approach to compliance, then venture into the harder problem of designing compliant algorithms from the ground up. I will also discuss some existing proposals, draw additional lessons from recent AI literature, and finally present potential technical frameworks, inspired by the current machine learning literature, for compliant algorithmic design. I will not take a position on what should be illegal under antitrust law. For this, I refer interested readers to the careful analysis by Harrington. Instead, my discussion will be focused on preventing algorithms from engaging in coordination, explicit or tacit, that leads to supra-competitive pricing or other types of collusive behavior.

Algorithmic Compliance: A Monitoring Approach

The first approach we discuss is the use of automated monitoring as a compliance tool. Despite not being the type of competition by design that would immediately come to mind, these types of algorithmic tools can and should be an important component of a compliance program. Instead of trying to dictate the design process, these tools monitor the behavior of humans, as well as the algorithms. The main advantage of this approach is that it does not attempt to open the black box of complicated algorithms; it focuses instead on the relevant firm behaviors that can be observed and interpreted.

The first approach is to directly monitor the "symptoms" of an antitrust violation. Some of these "symptoms," which allow one to draw a credible inference of (explicitly) collusive conduct, are referred to as "plus factors." More formally, Kovacic, et al., define plus factors as "economic actions and outcomes, above and beyond parallel conduct by oligopolistic firms, that are largely inconsistent with unilateral conduct but largely consistent with explicitly coordinated action." They further define the super plus factors as the strongest of such factors. For example, unexplainable price increases or other types of abnormality in prices have been recognized as such plus factors. There is by now a robust "cartel screen" literature that studies empirical approaches and designs algorithms to detect such price anomalies. And with adequate data, these empirical screening algorithms could be an important addition to an algorithmic compliance program.

What appears to be somewhat underappreciated in the literature of cartel screening is perhaps how plus factors beyond prices can also be helpful when it comes to antitrust screening. For example, it has been noted that output restriction when demand is strong and prices and profits are high is a (super) plus factor. It is not hard to imagine designing an algorithm that keeps an eye on output level in relation to firm’s capacity, prices, and profits, all of which are common performance metrics firms look at during their normal course of business. Similarly, when prices are relatively high or rising and firms have excess capacity, stable market shares and the lack of customer churn also indicate collusive conduct by competitors. An algorithm could be designed to keep an eye on such market information.
As a final example, imagine that a collusive algorithm has firms maintaining price level instead of stealing competitors’ shares, as they used to. In an industry that relies on sales representatives, to implement this plan, firms would need to change the representatives’ incentives from “volume before price” to “price before volume.” This incentive change has also been flagged as a super plus factor and can be efficiently monitored by an algorithm.

The second approach to algorithmic compliance has seen increasing adoption and success in the RegTech (Regulatory Technology) industry where AI technologies are being deployed to help companies meet their regulatory compliance needs. RegTech is often touted as the new FinTech (Financial Technology) and has seen rapid growth in recent years. Several RegTech companies currently offer AI technologies based on natural language processing (NLP) and natural language understanding (NLU), which capture and understand voice and text communications. One company offers a technology that can “detect intent, emotion & entities” in communications. This type of technology could also be used to monitor communications among competitors to detect and ultimately prevent collusive behavior. Indeed, there has been a wealth of evidence of competitor communications in a number of high-profile international cartel cases, and such communications played a critical role in the investigation. With AI technology from the NLP and NLU fields, machines can flag problematic communications in real time in a cost-effective manner.

Robust algorithmic monitoring allows firms to respond to regulatory agencies’ compliance inquiry and to meet their compliance requirements efficiently. While such monitoring does not directly tell us how to design a compliant algorithm, it reduces the likelihood of non-compliance by giving the right incentives to the decision makers. Next, we turn to the challenging question of how to make sure the algorithms are antitrust-compliant. As I will argue below, monitoring algorithms can play a role in that effort.

Algorithmic Compliance: Compliance by Design

Looking Back: Lessons from the Literature
If we could send pricing algorithms, or more realistically the algorithm developers, to law schools, what would we teach them in Antitrust Compliance 101, other than simply “do not design a collusive algorithm”? The existing literature provides some ideas.

Our first lesson is inspired by a recent AI research study in which a team of researchers designed an expert system (a type of artificial intelligence) that enables better coordination among opposing players in a variety of situations. The study found that although their expert system was better at cooperating than many other algorithms, the performance of the algorithm is significantly improved when it can communicate with other algorithms through costless, non-binding messages (“cheap talk”). This research shows that, just like humans, the ability to signal can be a key to forging a cooperative relationship among competing algorithms. The lesson here is plain and simple: your algorithms should never open a secret backdoor channel for communications between competitors, even if the communications are written in machine-readable syntax.
The second lesson is also straightforward. You should never design a pricing algorithm with the explicit goal of eliciting or facilitating coordination or collusion. Interestingly, there is both a technical and an economic/behavioral component here. From a technical perspective, as I have noted elsewhere, even though we have a long way to go until there are commercially available autonomously colluding robots, researchers have been able to successfully devise algorithms that elicit tacit coordination among competitors in laboratory environments.\(^\text{18}\) For example, two Facebook AI researchers recently developed algorithms that can cooperate with opponents in social dilemmas, including the repeated prisoners’ dilemma.\(^\text{19}\) Another recent study adopted an interesting approach to design an algorithm that promotes cooperation, introducing an additional planning agent that can distribute rewards or punishments to the algorithmic players as a way to guide them toward cooperation, analogous to an algorithmic hub-and-spoke agreement.\(^\text{20}\) Yet another group of researchers recently proposed an algorithm that explicitly accounts for the opponents’ learning through interactions; they found that their algorithm worked well in eliciting cooperative behavior.\(^\text{21}\)

From a behavior perspective, we note that a recent research paper provided a set of sufficient behavioral conditions under which the use of pricing algorithms leads to tacit collusion. The conditions the article identifies are essentially those underlying an algorithmic version of tacit “invitation to collude.” Specifically, three conditions must be true for algorithmic tacit collusion to materialize in this framework. First, competitors should be able to decode each other’s pricing algorithms. Second, after decoding others’ algorithms, the competitors should be able to revise their own pricing algorithms in response. Third, firms should not be able to revise or change their algorithms too quickly. Intuitively, under these conditions, a firm could essentially tacitly communicate its intent to collude by adopting a “collusive” algorithm and letting the competitor decode it. Once this tacit invitation to collude is decoded, the competitor can then choose to follow the lead or not. When making the decision, the firm on the receiving end will naturally be concerned about the possibility that the invitation is no more than a trick and that once that firm starts to cooperate, the competitor would take advantage of it by immediately reversing course (for instance, by immediately lowering prices to steal customers). This is where the third condition comes into the picture. If the firms understand that changing the strategy takes time, then the receiving firm’s concern would be alleviated. Note that the result does not require the algorithms themselves be designed in a sophisticated way. As such, the most immediate lesson is that, from an algorithm design perspective, the developers should not include a component that enables switches between collusive and non-collusive pricing conditional on what the competitor does in response to a signal (e.g., an invitation). An obvious corollary is that one should never intentionally expose these pricing algorithms to the competitors.\(^\text{22}\)

While intuitively straightforward, this corollary is worth more discussion. First, modern algorithms are often capable of setting prices for thousands of products. While one may argue that coordination on so many prices tends to make collusion difficult, the tremendous amount of price variations as a result of the algorithms price-setting could potentially allow competitors to “decode” the algorithms. For example, researchers have attempted to decode Uber’s black-box surge pricing algorithm with some success.\(^\text{23}\) What this means is that we may need to accept the reality that competitors have some visibility into each other’s algorithms.
The compliance protocols above should eliminate or at least make it easier to detect many cases of algorithmic tacit collusion. A much more challenging task is identifying specific algorithms or algorithmic features that should or should not be built in, a question that many may have in mind when thinking about compliance by design. To answer this question, more research is needed. Professor Harrington proposed a research program and discussed its promises and challenges. Specifically, he proposed the use of simulated market settings, or “collusive incubators,” as Professors Ariel Ezrachi and Maurice Stucke called them, to test and identify algorithmic properties that tend to lead to supracompetitive prices. Once the problematic algorithms or algorithmic features are identified, they become part of a prohibited set. As an example, Professor Harrington underscored the importance of the reward-punishment scheme in eliciting and sustaining collusion. In fact, a basic teaching of the repeated strategic game (e.g., the repeated prisoners’ dilemma) is that firms could sustain collusion and resist the temptation to cheat if the long-term gain (from colluding) offsets and even exceeds the short-term loss (from cheating). To do this, there must be rewards for colluding and punishments for cheating.

If this research program sounds ambitious, here is some good news: We are not starting from scratch. While the economics literature that explicitly examines algorithmic collusion is limited, there has been work that adopts this framework. One early study showed that a type of reinforcement learning appears to lead to some degree of imperfect tacit collusion in a quantity-setting environment. Two recent studies reported similar and even stronger evidence of tacit collusion by reinforcement learning agents in a price-setting environment. As discussed above, in the AI field of multi-agent learning, researchers study precisely how AI agents could learn to cooperate with each other (or with humans) when their individual interests are in conflict. Regardless of whether algorithmic tacit collusion is illegal under antitrust law, it is advisable for companies considering adopting pricing algorithms to, at a minimum, know whether their algorithms are based on those known to elicit tacit collusion. One may take a step further and argue that it is a good compliance practice to test whether their pricing algorithms lead to tacit collusion in experimental environments.

In the next section, I discuss potential ways to implement compliance by design when we do not necessarily have knowledge about the problematic features beforehand or when it is difficult to isolate the properties that lead to supra-competitive pricing.

Looking Forward: A Research Proposal

Professor Vezzoso highlighted the significant challenges in programming antitrust law directly into algorithms. She noted that “programmers are capable of developing and implementing effective, concrete solutions for complying with norms that are specific and detailed enough. Programmers must articulate their objectives as ‘a list of instructions, written in one of a number of artificial languages intelligible to a computer’…. The flexibility of human interpretations, meaning the possibility that legal practitioners interpret norms and principles differently and that legal interpretation evolves over time, may conflict with the apparent stiffness of computer language…. The degree to which competition law is, or should be, suitable for automation is an interesting yet neglected topic.” Indeed, given how concise the US Sherman Act is, most legal scholars, if not all, would agree that turning the Sherman Act into a set of specific if-then type instructions is a tall order, if not outright impossible.
But there is one particularly interesting thing about how programmable our antitrust laws are: The lack of programmability is exactly the problem that modern machine learning and AI technologies are designed to circumvent. Consider the task of automatically recognizing and distinguishing cats and dogs in images. The traditional computer programming approach may be to enumerate all the physical differences between cats and dogs. This is known as “rule-based” programming. But given how many subtle physical differences and similarities there are between cats and dogs, it gets difficult very quickly to improve classification accuracy. The standard machine learning approach circumvents this problem by providing a large number of examples that consist of inputs (images) and associated outputs (the “label” describing whether the image is a cat or a dog) to a statistical model. A large number of such examples, also known as training data, allows the model to search for the most predictive inputs, as well as the best way to map these inputs to the correct output, all without relying on rules that humans must painstakingly write down.\(^{31,32}\) This tells us that, perhaps, we also do not need to write down all the explicit instructions of antitrust compliance. Fortunately, economists and courts have identified a set of indicators predictive of collusive conduct.\(^{33}\) These are the plus factors we have proposed to use in a monitoring approach to antitrust compliance. The question we address in this section is whether these powerful predictors and the algorithms designed to monitor them can contribute directly to the design of antitrust-compliant algorithms, and if so, how.

Before drawing inspirations from the existing AI literature, we should note that the first principle of designing an algorithm is to specify its objective function. The most likely objective of a pricing algorithm is to maximize profit. But firms face various constraints when they maximize their profits. They may have limited capital or limited production capacity. There are also regulatory and ethical constraints on a firm’s pursuit of profits. Conceptually, antitrust compliance can be thought of as a similar constraint. Therefore, the technical challenge of compliance by design can be seen as one of implementing compliance as a constraint in the training/learning process of the algorithm.

Once we cast the technical challenge in this framework, several strands of AI literature offer inspiration for possible paths forward, allowing one to directly incorporate compliance into the algorithm design. In reinforcement learning (RL), the so-called actor-critic approach relies on both an actor who tries to figure out a strategy that leads to the best outcome (e.g., highest profit) and a critic who examines the desirability (e.g., antitrust compliance) of an action dictated by the strategy, given the circumstances, and provides the feedback to the actor for adjustment.\(^{34}\) Generative adversarial networks (GANs), a conceptually similar idea, also draw strength from two algorithms. In this type of model, while one algorithm tries to generate some content (say, an image), the adversarial algorithm tries to identify it as a computer-generated fake.\(^{35}\) A compliant pricing algorithm could have a similar actor-critic/adversarial structure in which, as the actor tries to maximize firm profit, the critic could look at a compliance score of a pricing decision taken by the actor and provide feedback so the actor could learn to steer away from problematic actions. The compliance score can take a variety of values to “discipline” the pricing algorithms. For example, the compliance score could be negative (i.e., a penalty) if, given the actions taken, cartel behaviors, as evidenced by plus factors including collusive prices,
arise at the end of the training; and the score could be positive if such evidence does not arise. More sophisticated scoring method could consider the strength of the plus factors as shown in the literature. The compliance score may also be explicitly treated as a constraint in the pricing algorithm’s profit maximization problem, as in the statistical literature on regularization methods. What is different about these approaches is that the compliance component is an integral part of the algorithm design.

I emphasize that even though the inspiration come from the existing literature, the conjectured approaches are nontrivial deviations from it. There are numerous technical and practical problems to be resolved. For example, in a standard actor-critic approach, the objective of the two algorithms is typically the same, whereas in our conjectured application, the critic would adopt a very different objective. Another obvious challenge includes the proper ways of specifying the compliance score. Despite the aspirational nature of this discussion, the key message is that the existing literature offers plausible frameworks for designing compliant pricing algorithms.

**Explainable AI**

In the recent years, there has been a rapidly growing interest in explainable AI from both academia and the private sector. As the name suggests, explainable AI aims to make algorithmic decision-making understandable to humans. Notably, the Defense Advanced Research Projects Agency (DARPA) sponsors a program called XAI (Explainable Artificial Intelligence). The organization FATML (Fairness, Accountability, and Transparency in Machine Learning) also aims to promote the explainable AI effort. While we still have a long way to go in explainable AI research, the industry and academic interest is a promising sign.

Some of the commercial interest in explainable AI comes from the commercial lending industry because of the regulation and the need to explain lending decisions to consumers, especially when the decision is made by machine learning models. It should be no surprise that the same need for explainability goes well beyond the lending industry. For example, interpretability of algorithms can be equally important in the medical and health care domains. It should also be an important part of the research program for antitrust compliance by design. If Commissioner Vestager’s warning—that companies cannot hide behind an algorithm—is to be taken seriously, with explainable AIs firms would have no reason not to understand the pricing behavior of their algorithms.

The AI research community has proposed several ideas to help achieve interpretability and explainability of AI. Two common approaches, rooted in the technical aspects of AI, are (1) the use of inherently interpretable algorithms (known as “white-box algorithms”) and (2) the use of clever backward engineering. Naturally, there is a multitude of explainability, and different domains may find different definitions acceptable. In the context of algorithmic (tacit) collusion, the ability to explain and answer why or what-if questions is helpful when it comes to understanding the algorithmic pricing decision. Suppose your pricing algorithm is setting a price that you think might be too high. A helpful what-if question could be, “What if we lower the price?” or “Would we generate higher immediate profit by doing that?” The answer might
be, “Based on demand forecasts and our customers’ price elasticity, this is the optimal price we should set” or “We have no reason to lower our price because we know that the competitor’s algorithm is not going to lower theirs, and we know that because we have determined that this is the best course of action that benefits both of us in the long term,” or even “We should not lower our price because the last time we lowered our price, the competitor started a price war.” Whether or not the last two responses suggest problematic algorithmic conduct, having this knowledge can be extremely helpful.

But how would one go about tackling such algorithmic explainability? An AI study published in 2018 titled “Contrastive Explanations for Reinforcement Learning in terms of Expected Consequences” is an important step toward achieving the type of explainability discussed above. In the framework of standard reinforcement learning, the study’s researchers developed a method that enables an RL agent to precisely answer the what-if questions similar to those we posed above. Suppose we are curious about why the autonomous RL agent takes action A, instead of another action B. Their RL agent will answer this why question by contrasting the expected outcomes or consequences of the two actions. This type of contrast underlies our conjectured answers above.

It is important to keep in mind that multi-agent learning, the more relevant technology to algorithmic collusion, is outside the scope of this particular AI research study. It is safe to say, however, that it will be only a matter of time until we see progress in that area as well. Meanwhile, because RL algorithm learn through “trial and error” and are trained not to make the same mistakes, but rather to exploit the correct decisions, documenting the learning process of the (pricing) algorithms can be helpful. To see why, consider the following example. If the algorithm is able to figure out on its own to use reward and punishment to elicit and sustain tacit collusion, then the learning process should reflect that. Specifically, it will reflect how the payoffs changed as the algorithm adopted different actions and how the actions taken by the algorithm have changed as a result. A recent study nicely demonstrated this idea. In their experimental setting, the researchers demonstrated that when one firm deviated from the supra-competitive prices, the other RL pricing algorithms punished the deviation as the way to restore and sustain supra-competitive prices.
Summary

Professor Vezzoso nicely summarized what it takes to achieve compliance by design when she wrote that “competition compliance by design can become an effective tool in the enforcer’s kit only if it is based on open, constructive and ongoing dialogues and exchanges with all interested stakeholders, including the enforcers themselves, firms, computer science experts, designers and providers of algorithms, academia, and consumers. Otherwise, a serious risk is that ‘competition by design’ remains an enticing slogan or, even worse, an ex-ante prophylactic measure.”

As I have argued elsewhere, there are significant technical hurdles in explicitly designing a collusive algorithm in the first place, and there are practical reasons why we may not see colluding robots any time soon. But as more market players develop pricing and other strategic algorithms, it is time to start thinking about antitrust compliance as an integral part of automated decision-making. In this paper, I discussed several potential pathways to algorithmic antitrust compliance. There are many open questions. It is my hope that this paper stimulates more discussion, and even debates, on this important issue, one that is guaranteed to be increasingly relevant as we march forward in this fourth industrial revolution powered by constant AI advances.
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